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The Speaker, Betty Boothroyd, rebuked an M.P. for using a cardboard diagram in the

Commons to explain overseas aid figures. She said “I have always believed that all

Members of this House should be sufficiently articulate to express what they want to say

without diagrams.”[Guardian 7/12/94]

Summary

Advances in graphical technology have now made it possible for us to interact with

information in innovative ways, most notably by exploring multimedia environments and by

manipulating 3-D virtual worlds. Many benefits have been claimed for this new kind of

interactivity, a general assumption being that learning and cognitive processing are

facilitated. We point out, however, that little is known about the cognitive value of any

graphical representations, be they good old-fashioned (e.g. diagrams) 









there seems to be a pervasive (and possibly unwarranted) assumption that graphical

representations must work in a certain way because of their figural nature. Thus many

studies are almost ‘black-box’ in their approach to psychological mechanisms. Some,

however, have attempted to look systematically at the effective perceptual features of

graphical representations. For example Winn (1993) analysed diagrams in terms of a model

of visual search, focusing on strategies for extracting information. His analysis identifies

the importance of external features such as the spatial distribution and discriminability of

elements of the diagram. He also points to important cognitive processes such as knowledge

of content and symbol conventions in the reading process. Winn states that such accounts

must as yet be insufficient. He points to a lack of graphical representation-specific research

on search strategies but we would emphasise equally the paucity of work on determining

how graphical representations are themselves represented and how this interacts with the

kinds of high-level cognitive processes, such as applying knowledge of content, that Winn

rightly emphasises.

We argue that an alternative approach is needed to understanding graphical representations:

we need to ask what is the nature of the relationship between graphical representations and

internal representations and to consider how graphical representations are used when

learning, solving problems and making inferences. Such an enterprise means working

towards a detailed description of cognitive mechanisms. In this respect we would point to
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the first case elements appear in a single sequence, while in the second they are indexed by

their location in two-space. Their theoretical analysis suggests that a diagram “preserves

explicitly the information about the topological and geometric relations among the

components of the problem, while the sentential representation does not” (p.66). 

The approach taken by Larkin and Simon provides an explicit formalism. The elements of

their system are (i) data structures that represent the problem to be solved (ii) productions

that contain knowledge of the laws of the domain (the ‘program’) and (iii) an attention













beyond the scope of her paper. Likewise, the actual functional role of the graphical

representation is not discussed in her theory of incremental animation, although she does

acknowledge that it needs to be researched further. 

Figure 5 about here.

In contrast to Hegarty’s approach, Kaiser et al. (1992), explain reasoning about mechanical

systems in terms of what the external representation does for the learner. Like Hegarty, they

stress the importance of information being processed sequentially, but in terms of the

external representation being able to ‘temporally parse a multi-dimensional problem into

unidimensional components’ (p. 671). In doing so, they propose that the distinct state

changes that have to be recognised to make correct judgements about the system are made

more obvious through an animation than with a static display. The idea that the external

representation does the ‘temporal parsing’, rather than the problem-solver having to do it, is

illustrated with an example of common-sense reasoning about the C-shaped tube physics

problem (based on McCloskey et al., 1980). The main finding is that when the problem is

represented as a static 2-D representation (see Figure 5), students often incorrectly infer that

the projected motion of the ball on exiting the curved tube continues in a curvilinear

trajectory. Kaiser et al. found the same effect for both free choice and forced choice

conditions. However, when shown various incorrect and the correct animation sequences in

a forced choice situation, students invariably selected the correct ‘straight’ trajectory. Kaiser

et al. explain this performance shift in terms of the animation temporally segregating the
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how they work is of crucial importance to a better understanding. Below we examine

further why the former is so and contrast this with a more detailed analysis of the few

studies that have begun to analyse external/internal representations in cognitive processing. 

4.1 Processing and the resemblance fallacy?

One problem with the Kaiser et al. (1992) study noted above was the lack of explanation of

how subjects recognise the temporal segregation of the objects as being central to an

understanding of mechanical systems. This seems to be because the external and internal

representations are assumed simply to have the same characteristics. This is an example of

what we shall call the ‘resemblance fallacy’, which has a much wider appearance in the

graphical representation literature and may help to explain something of the apparent

unwillingness to specify processing models. It is prevalent, we believe, because the

structure of graphical representations, their spatial/iconic/figural qualities, promotes an

intuition as to their value as an input for perception/cognition whereas the reality is that we

have no well-articulated theory as to how such an advantage might work. Evidence for our

over-reliance on such intuitions can be seen by examining the kinds of arguments that have

been made for the links between graphical representations, perception and internal

representations. The possibility of different representational formats -



example Winn (1987, p.159) summarises the relevance of work on imagery to graphical

representation thus: “These studies exemplify a body of research that leads to the following

conclusion: Graphic forms encourage students to create mental images that, in turn, make it

easier for them to learn certain types of material”. And Reed (1993, p.299) claims a

"substantial similarity between the functional equivalence of pictures and images" , stating

that: “We would have a better understanding of how images aid problem solving if we had a

better understanding of how pictures aid problem solving”.

The problem with this line of argument is that it does seem to rest on intuition. What can

‘encourage’ and ‘easier’ mean in terms of mechanism? Further, while pictures can

undoubtedly serve to stimulate imagery under certain circumstances (e.g. Finke, 1990) it is

by no means clear that they are necessarily represented in this way. Halford (1993) points

out that we do not have to accept any more than a mapping between relations for an external

representation-internal representation pair. In addition there is some doubt about the extent

to which imagery is computationally important and processing may be better explained in

terms of other representational forms (e.g. Anderson, 1990; Molitor et al., 1989; Pylyshyn,

1973). In short the case for an intimate relationship between graphical representation and

images may not be logically compelling and is currently heavily under-specified. 
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As argued above in relation to diagrams, we cannot simply assume a privileged relationship

between a graphical representation of a system - in this case an animation - and someone’s

understanding or ability to reason about it, by virtue of its resemblance, albeit highly

simplified and schematised, to the dynamic properties of a real-world system. As with

diagrams used in specialised domains, e.g. physics or geometry, a person has to learn to

‘read’ and comprehend the significance of the content of the animations in relation to other

information that is being presented verbally or as text and to assimilate this to their current

understanding of the domain. This requires making multiple connections between what the

animations are intending to convey and the abstract concepts that are being learned about.

How students integrate information arising from different representations of knowledge is

crucial (Laurillard, 1993). 

4.2 Processing and the internal/external

The force of our comments, however, is not solely to do with being less intuitive in our

accounts. Consider the claim by Larkin and Simon (1987, p. 97) that:

“mental imagery - the uses of diagrams and other pictorial representations...held in human
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as mentioned previously, to be more of a central concern in cognitive science. Larkin (1989)

has tried to tackle the problem by outlining a computational model called DiBS, that

represents information available in external displays as data structures that enable internal

operators to be cued as to know what to do next. The model's central searching mechanism

is based on the observation that 'each step requires only looking at the display, and doing

what it suggests, without more effortful mental calculation or storage' (p319). DiBS,

therefore, works largely by manipulating attributes of the external display. The examples

that Larkin has chosen to represent in her model are well suited to the transformation of

external data structures. They include simple everyday problems (e.g. brewing coffee) and

textbook problems (e.g. linear equations) that once learned become highly routinised and

error-free. Hence, for these kinds of tasks there is no need to activate any internal

representations other than a very general mechanism that is characterised as knowing 'where

an object wants to go' in each step of the task. As such, DiBse kiBorear model ofhowl
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may prove to be as incorrect. For example, results from a recent study investigating transfer

of training in virtual reality systems found that subjects learnt performance characteristics

specific only to the virtual reality context, which were of no use when carrying out the same

task in the real world (Kozak et al., 1993). These preliminary findings suggest, therefore,

that the actual experience of being immersed in a virtual reality world is quite distinct from

interacting with real world artefacts. The value of virtual reality, therefore, should not be



what aspects should be omitted and what additional information needs to be represented that

is not visible in the real world but would facilitate learning. From a cognitive perspective, it

enables us to assess the benefits of virtual reality in terms of the processing mechanisms that

operate at differing levels of abstraction of information. For example, we can analyse

differences in task demands and performance characteristics for specific tasks, e.g. taking

off or landing for different virtual reality simulations, ranging from presenting simple

canonical structures (e.g. schematic outlines) to more fully rendered depictions of scenes.

Hopefully, this way the pitfalls of the resemblance fallacy can be avoided. 

Another way in which the notion of virtual reality immersion has been characterised is in

terms of ‘steering’ the interaction. Here, the intuition is that virtual reality simulations

provide more opportunities to visualise and manipulate the behaviour of abstract data

structures or processes which are not normally visible to the naked eye. For example,

NASA have developed a Virtual Wind Tunnel, whereby a scientist (who is a computational

fluid dynamicist) controls the computation of virtual smoke streams by using the finger tips

(Gigante, 1993). Abstract equations for the computed airflow around a digital model of an

aircraft are translated into visible smoke streams. By moving around the virtual aircraft in

the virtual reality environment and visualizing the smoke streams, the fluid specialist is

















may simply give the illusion of solving the processing-internal representation-external

representation riddle. But instead, the problem of explaining the value of graphical

representations is shifted simply from an external to an internal account. In contrast we

promote an alternative approach that analyses how different graphical representations work

in terms of core ‘external cognition’ processes and properties of the graphical

representation, e.g. computational offloading, re-representation and graphical constraining.

We believe that such an enterprise is central to evolving a more adequate account of the

cognitive benefits and mechanisms involved. 

Related to this is a further, critical and under-acknowledged theme, that of interactivity.

Specifying how people interact with graphical representations, when learning, solving

problems and making inferences, is complex since it will involve not only a specification of

the cognitive mechanisms alluded to above but also some sense of the behavioural aspects.

For example the fact that students prefer to mark diagrams as they work, the established

value of cognitive traces and the dialectic between graphical representation production and

use all point to a need to conceptualise graphical representations as more than passively

observed, with obvious implications for design and innovation. In turn the potential

significance of such activity will be a function of variables such as the level of experience

with the graphical representation and knowledge domain, type of task and abstractness of

information being represented. Many of the presumed benefits of good-old fashioned

graphical representations (i.e. static diagrams) were considered to be due to years of practice

of perceptual processing of visual stimuli and the learning of graphical conventions. This

may help us to understand why advanced graphical technologies (e.g. animations and

virtual reality) have not, as yet, been able to demonstrate comparable performance or

learning benefits. Similarly we have even less understanding of how (and if) computational



Palmiter et al., 1991; Philips, 1986), thereby preventing them from having the equivalent

computational benefits that static diagrams offer. 

In sum, we propose a new agenda for research into graphical representations that is based

on an analysis of interactivity and, thus, considers the relationship between different

external and internal representations. Such an approach should help us to better understand,

design and select graphical representations – be they ‘old fashioned’ or technologically

advanced – which are appropriate for the learning environment, problem-solving task or

entertainment activity in question.
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