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A good performane, like a human life, is a temporal a�air: a proess in time.

- Mortimer J. Adler

Abstrat

There are immense problems in developing arti�ial nervous systems for autonomous mahines

operating in non-trivial environments. In partiular, no prinipled methodology is in plae to deide

between solution lasses and representations, and between methods by whih solutions might be de-

veloped using hand-design or searh tehniques. In this paper we apply the tehniques of dynamial

systems theory to the analysis of suessfully evolved robot ontrol systems, in order to identify useful

properties of the underlying ontrol arhiteture. We investigate the suitability of two di�erent neural

network lasses for a roboti visual disrimination task, through analysis of both suessful ontroller

behaviour and ontinued evolution of suessful solutions in environments with modi�ed harater-

istis. We argue that the temporally adaptable properties of the GasNet lass identi�ed through

dynamial systems analysis, and found to be useful in order to re-evolve in modi�ed environments,

are ruial to the evolution of suessful ontrollers for the original environment.

1 Introdution

Identi�ation of ontrol system lasses apable of generating adaptive behaviour over time is a blak

art. Many pratitioners rely on systems that have \always worked in the past", others may use trial-

and-error until suess, but arry out no subsequent analysis of why that partiular system atually

worked. A major problem with suh approahes is that it is extremely diÆult to develop a more general

understanding of the properties neessary for generating adaptive behaviour. In partiular, is a partiular

solution lass appropriate for a partiular problem? Addressing this issue is ruial if we are to suessfully

apply tehniques suh as evolutionary omputation to more omplex adaptive behaviour problems than

at present.

In this paper we develop an approah based on analysis of suessfully evolved solutions. This allows us

to identify properties of network lasses that are potentially useful over a wider lass of problems than

the original task. We then develop a methodology for testing these properties, through analysis of the

evolved solutions in modi�ed environments.

We overview two lasses of neural network, the \GasNet" and \NoGas", used as ontrollers in a visual

shape disrimination problem, and give evidene that the GasNet lass is more amenable to evolutionary

searh than the NoGas lass. We then use the tehniques of dynamial systems analysis to identify possible

reasons for this inreased evolutionary speed, and frame a number of hypotheses for the suitability of the

GasNet lass to robot ontrol. In partiular, we show how the properties of gas di�usion an be used to
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�lter out sensor input noise, produe simple pattern generation networks, and swith networks from one

stable state to another. We hypothesise that these properties lead to GasNet solution spaes in whih it

is easier to �nd good ontrollers than the orresponding NoGas solution spaes.

We go on to ompare the operation of two ontrollers, one GasNet solution and one NoGas solution, whih

utilise the same visual shape disrimination strategy. We argue that the GasNet
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the phenotype value was obtained by normalising the genotype value to lie in the range [0:0; 1:0℄
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and

multiplying by the relevant variable range. For nominal values, suh as whether the node has a visual

input or not, the phenotype value was alulated through the binary modulo division operator:

p =

�
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g mod N
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nominal p

(9)

where p is the phenotype value, g the genotype value, N

nom

the number of possible nominal phenotype

values, and mod the binary modulo division operator, that is the remainder when g is integer divided by

N

nom

.

Eah node in the network had either 19 or 25 variables assoiated with it, depending on whih of two

possible onnetivity enoding shemes were used (setion 3.2). All variables were under evolutionary

ontrol, see �gure 3. A single genotype thus onsists of a string with length as some multiple of 19 or 25,

oding for a variable number of network nodes.
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Figure 3: The genotype-to-phenotype mapping for the ars and onnetions network shemes desribed in setion

3.2.

The enoding shown in �gure 3 was used to generate networks oneptualised to exist on a 2D Eulidean

plane. < x > and < y > give the position of a network node on the plane. The next 6 or 12 numbers

de�ne the synapti onnetivity of the network; setion 3.2 gives details of the ar and point shemes

used to derive the onnetivity. The rest of a gene is interpreted as follows. < I

on

> is a binary swith

that determines whether or not a node has visual input. If it does, the following three variables enode

the polar oordinates of a pixel in the amera image that the node will take input from, and a threshold

below whih input from that pixel is ignored (visual input is normalised to lie in the range [0:0; 1:0℄, this

is the range of the threshold). See setion 3.3 for details of the visual input to the network.

The value of < re > determines whether the node has an exitatory reurrent onnetion, an inhibitory

reurrent onnetion or no reurrent onnetion to itself. < TE > provides the irumstanes under whih

the node will emit a gas. These are one of either: not at all; if the node eletrial ativity exeeds some

threshold; if the onentration of gas 1 at the node site exeeds some threshold; or if the onentration of

gas 2 at the node site exeeds some threshold (the eletrial and gas thresholds are set at 0:5 and 0:1 as

desribed in setion 2.1). < CE > spei�es the gas that the node an emit under the orret ondition,

either gas 1 or gas 2. < s > is used to ontrol the rate of gas build up/deay as desribed earlier by

equation 3, its value ranges from 1 to 11. < R

e

> is the maximum radius of gas emission, this ranges

from 10% � 50% of the plane dimension. < D

0

> is the default value for the index used in equation 7

to determine the transfer parameter value K

t

i

for eah node. Finally, < bias > is the bias term b

i

in the

node transfer funtion (equation 1), restrited to the range [�1:0; 1:0℄.

The enoding sheme used was the same for both the GasNet and NoGas lasses, with the NoGas

genotypes e�etively enoded with a number of introns. For the NoGas ontrollers, ertain of the genotype

parameters were ignored ompletely. These parameters were < TE >;< CE >;< s >;< R

e

>, enoding

for the parameters of gas di�usion at eah node.

2

This an be regarded as an approximation to a ontinuous [0; 1℄ range; experiments show no signi�ant di�erene

between the two setups.

6





was also investigated whereby two of the points enoded +1 weighted onnetions, and two �1 weighted

onnetions, but no signi�ant di�erenes were seen.

3.3 The network visual input and motor output
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Hidden node Gas diffusion radiusInhibitory link (-1)
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Visual input positions in camera







whih the experimenter has aess to ertain global position information that is not passed diretly to

the evolutionary proess. This position information may be used in the �tness funtion, for example to

determine how lose the robot approahed to the triangle.

The minimal simulation of the gantry was developed by Jakobi (1998a,b). The base set of robot-

environment interations upon whih behaviour ould be reliably based, onsisted of only two members.

First, the way in whih pixels of the amera image that are sampled from the walls of the arena (but

not from the oor or above the walls) return grey-sale values within ertain intervals: over the range

[14; 15℄ for pixels that projet onto either the triangle or the square, and over the range [0; 13℄ for pixels

that projet onto the walls of the arena, but not onto either the triangle or the square. Seond, the way

in whih the robot moves in response to motor signals.

To ensure that ontrollers were both base set robust and base set exlusive, in other words that ontrollers

relied only on base set interations and not on implementation aspets of the model, all other parameters

were modelled unreliably. Over the possible ranges of pixel inputs, [14; 15℄ for pixels that projet onto

either the triangle or the square, [0; 13℄ for pixels that projet onto the walls of the arena, and the entire

[0; 15℄ range for other ases, values were returned unreliably (remember that the base set aspet is the

range over whih the pixel values are returned, not the way in whih they are set over this range). This

unreliability was set at the start of eah trial, with possible e�ets varying pixel inputs as a funtion of

time, or as a funtion of the orientation of the robot, or �xed for the entire evaluation at a random level

set before eah trial. The momentum of the robot was also made unreliable, with the momentum being

�xed at the start of eah trial. Similarly, small o�sets were added to the wheel speeds, amera horizontal

and vertial angles, and the positions of the shape verties, with the o�sets set randomly at the start of

eah trial. For further details see Jakobi (1998a,b).

4.2 Visual shape disrimination

Starting from an arbitrary position and orientation in a blak-walled arena, the robot must navigate under

extremely variable lighting onditions to one shape (a white triangle) while ignoring a seond shape (a

white square). Fitness over a singleseeaddedrando1J
29.6402 0 Tlsowheel

theamera
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5.3 Speed of evolution results

The evolution of solutions based on the GasNet lass onsistently produes suessful robot ontrol

solutions in signi�antly fewer evaluations than required by the evolution of solutions based on the
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Figure 10: The mean number of evaluations required for (a) variable and �xed length genotypes, and (b) Ars

and points onnetivity shemes. Data averaged over twenty runs of the distributed evolutionary algorithm. The

error bars represent 95% on�dene limits for the mean, the number above the bar gives the perentage of runs

failing to �nish in 1; 000; 000 evaluations.

distribution of the searh spae surrounding solutions to build up a desription of the �tness landsape.

However, applying suh measures to the GasNet and NoGas searh spaes shows no measurable di�erenes

in ruggedness, modality and neutrality between the landsapes underlying the two lasses (Smith et al.,

2002b).





through approahing a di�erent attrator state. Suh analysis has been arried out to understand the

behaviour of a variety of evolved robot ontrollers, most espeially in the work by Beer and o-workers

(see for example Beer, 1990; Beer and Gallagher, 1992; Beer, 1995; Chiel et al., 1999; Calvatti and Beer,

2001). However, in this paper we are interested in analysing the ontrollers operation in terms of how

easy or diÆult suh ontrollers may be to evolve, espeially when using di�erent robot ontrol lasses. In

the next two setions, we apply the basi tehniques to two example dynamial systems; a predator-prey

population model, and an evolved pattern generation GasNet ontroller.

7.2 An example dynamial system: Predator-prey populations

The lassi biologial dynamial system is the predator-prey (or host-parasite) population model famously

studied by both Lotka (1925) and Volterra (1926). In this model we are interested in how the populations

of the two speies vary over time, espeially with respet to initial onditions of the state variables.

Consider a population x. Over time, the population inreases exponentially in size through breeding, but

with a self-limiting fator dependent on the urrent population size, for example due to overrowding or

limited food resoures. Thus we derive the di�erential equation for the rate of hange of the population:

dx

dt

= a:x(1� b:x) (11)

Now onsider a prey population x, and a predator population y. Both populations hange over time as

given by equation 11, although we neglet the self-limiting fator for the prey population as we assume

the predators never let the prey population reah suh a level. However, there is an additional population

interation term when both predator and prey are present: the probability of a predator-prey enounter

is proportional to the produt of both the predator and prey populations. Thus the predator population

inreases, and the prey population dereases, with rate proportional to the produt of the two populations.

From these premises we derive the di�erential equations, or dynamial laws, governing the rate of hange

of the two populations:

dx

dt

= a:x(1� y) (12)

dy

dt

= b:y(1� :y + x) (13)

the Volterra equations for the predator-prey system. In the rest of this paper, we onsider disrete time-

step neural networks in whih the ativity of a network node is derived diretly, rather than through

di�erential equations. Thus we use the disrete form of the above equations (Sandefur, 1990, gives a

good introdution to disrete dynamial systems):

x
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� x

t

�t
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t

(1� y

t

) (14)
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� y

t
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t
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t
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t
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the hange in x and y from time-step t ! t + 1. Without loss of generality, we an take the time-step

�t = 1. Thus we have our dynamial equations for the predator-prey system A

t+1

= F(A

t

):

�

x
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y

t+1

�
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�

a:x

t

(1 + 1=a� y

t

)

b:y

t

(1 + 1=b� :y

t

+ x

t

)

�

(16)

Now, we are interested in the behaviour of the system over time, so we need to �nd the equilibrium

values. When the system is in equilibrium, the state variables do not hange over time: dA=dt = 0, or

A

t+1

= A

t

. Solving for our system, we �nd three equilibrium values at (0; 0); (0; 1=) and (� 1; 1).
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tanh (�0:5y + 0:48) and y

1

= tanh (0:16) respetively, while node 4 stabilises at a onstant negative value,

y

4

= tanh (0:25y � 0:28) but is unused by the network. Thus both forward motor nodes are ontinually

on, and behaviour is governed by the two subnetworks ating on the bak motor nodes. In the next

setion we analyse the swithing subnetwork.

8.1 Stable state swithing

0

1C
2
 Y

7

0

1



8.1.1 Inputs below threshold

Both nodes 6 and 7 have the same high visual input threshold, with only intensities above 0:84 having

any e�et. So we an investigate the ase when input is below this, where the equations simplify to

y

t

6

= tanh (y

t�1

6

� 0:38) and y

t

7

= tanh (2y

t�1

7

� 0:32) (in the absene of gas, K

t

3

= �1;K

t

6

= 1 and

K

t

7

= 2). The stable solution to these equations is y

3

� 1:0; y

6

� �0:8; y

7

� �1:0. Note that y

7

has

3 stable �xed points, but applying �xed point stability analysis (setion 7) shows that from an initial

position of y

7

= 0:0, the y

7

� �1:0 solution is reahed. However, the other y

7

solutions are ruial when

input is above threshold, a situation that is analysed in the setions below. Both nodes 6 and 7 emit

negative gas when output ativity is high, but this is not the ase for the stable point. In the presene of

negative gas, node 3 emits positive gas - again this is not the ase for the stable point.

Thus we have the general piture when no visual input is reeived above the threshold level of 0:84. Both

visual input nodes 6 and 7 are highly inhibited, and the left-bak motor node 3 is highly exited. No

nodes are emitting gas, and gas onentrations are zero in the neighbourhood of eah node. Thus the left

motor is inhibited, and the robot irles ounter-lokwise, due to the right motor being on for seven in

eight time-steps (remember that the spiking subnetwork on the left-bak motor node only turns o� the

motor one in eight time-steps, see setion 7.3). So what happens when inputs are above threshold?

8.1.2 Inputs above threshold

The following analysis assumes inputs take their maximum value of 1:0, but is qualitatively the same

for all values above the visual input thresholds of 0:84. In the presene of high input to both nodes

(again in the absene of high gas onentrations), the equations simplify to y

t

6

= tanh (y

t�1

6

+ 0:62)

and y

t

7

= tanh (2y

t�1

7

+ 1:68); the stable solution is y

3

� �0:8; y

6

� 0:9; y

7

� 1:0. Note how all the

node output ativities have reversed; the previously inhibited nodes 6 and 7 are now exited, while the

previously exited left-bak motor node is now inhibited. The input threshold has produed an on/o�

`swith'. The immediate e�et of high visual input to node 7 is to turn o� the left-bak motor node

through the inhibitory onnetion, thus turning on the left motor, so the robot goes in a straight line.

However, the piture is ompliated by the emission of gas from the subnetwork nodes. Both nodes 6 and

7 emit negative gas when highly ative, and node 3 emits positive gas in the presene of high negative

gas onentrations. Three di�erent senarios are investigated: where both inputs go high at the same

time, and where either input goes high �rst.

In the model of gas di�usion used, gas onentration builds up aording to equations 2 to 4, reahing

a maximum onentration C = C

0

e

�(d=r)

2

. The node 6 harateristis ensure negative gas spreads out

very quikly over a large area: the onentration of negative gas at node 7 due to node 6 emission quikly

a�ets the transfer funtion (on the very next time-step). The small distane between nodes 6 and 7,

and the high value of the radius of gas emission r for node 6, produe a gas onentration that drops K

7

from 2 to �0:25. Now y

t

7

= tanh (�0:25y

t�1

7

� 0:57)



the behaviour. Even with high input, node 6 annot now produe output suÆient to emit gas so annot

inhibit node 7. Now, the three solutions to the node 7 equation with no input (y

t

7

= tanh (2y

t�1

7

� 0:32))

mentioned previously ome into play. From an initial ondition of y

7

� 1:0, even with no external input,

there is a stable solution at y

7

� 0: the network is now in a highly stable state with node 7 output

at near maximum with or without external input, node 6 inhibited due to negative gas emitted by node

7, and the left-bak motor inhibited due to node 7 synapse output. The overall e�et is to swith the

network into a permanent open-loop behaviour where further external input is irrelevant. Due to the

inhibition of the left-bak motor node, the left motor is on and the robot ontinues straight-ahead. So

under what onditions does node 7 reeive bright visual input four or more time-steps before node 6?

8.1.3 Visual input positions, suess and failure modes

Figure 13 shows that the visual inputs to nodes 6 and 7 are vertially aligned in the visual �eld, with

7 diretly below 6. Sanning aross the square will ause both nodes to reeive bright input at roughly

the same time,



8.2 Open-loop GasNet ontroller summary

The overall behaviour of the robot ontroller an be summarised as follows. In the absene of bright

visual input, the robot rotates ounter-lokwise, with the right motor permanently exited, and the left

motor inhibited by the swithing subnetwork. This behaviour ontinues, until the robot sans aross a

bright objet, suh that the lower half of the visual �eld reeives bright input signi�antly before the

upper half. This permanently swithes o� the left-bak motor node, exiting the left motor and ausing

the robot to move straight-forward. Now the e�et of the spiking subnetwork is seen; one every eight

time-steps the right motor is turned o�, thus the robot moves in a slow lokwise ar bak towards the

triangle, whih it has rotated past. So we have explained in full the behaviour seen in the two example

evaluations, shown in �gure 16.

The two subnetworks analysed are ruial to the understanding of the robot ontroller triangle disrimi-

nation, in onjuntion with the robot-environment oupling. The primary robot-environment oupling is

the permanent swith mehanism;













re-evolution, however there is evidene of faster evolution from the median numbers of generations. Thus

from our sample of GasNet ontrollers, we also see evidene of signi�antly faster re-evolution to modi�ed

environments; the GasNets are more tunable.

In the next setion, we investigate the hypothesis further, using a more abstrat �tness evaluation. We

evolve GasNet and NoGas networks for a entral pattern generation problem, in whih the output of

a single node is evaluated against a test pattern. We then use suessfully evolved networks to seed

the initial populations for a re-evolution environment where �tness is evaluated against a di�erent test

pattern.

11 Evolving entral pattern generator networks

In this setion, we test the GasNet and NoGas lasses further in a entral pattern generation (CPG)

experiment. We evolve fully onneted GasNet and NoGas networks, with output tested against some

required test pattern, then re-evolve suessful ontrollers against di�erent test patterns. We argue that

the inreased evolutionary speed seen for the GasNet lass over the NoGas lass on both the original

evolution and the re-evolution experiments lends support to the hypothesis that the GasNet lass is more

tunable to the harateristis of the environment, whih in this ase orrespond to the desired pattern

output.

11.1 The entral pattern generation network

The networks used in the CPG experiment onsisted of four fully-onneted nodes, inluding reurrent

onnetions (other size networks were also investigated, with omparable results). Connetion weights

between the four nodes were genetially spei�ed, and were onstrained to lie in the range f�1; 1g. Eah

node reeived a genetially spei�ed �xed bias input, and the same tanh input-output transfer funtion

was used as in previous experiments:

O

t

i

= tanh

2

4

K

t

i

0

�

X

j2C

i

w

ji

O

t�1

j

1

A

+ b

i

3

5

(37)

where O

t

i

is the ith node ativity at time-point t, K

t

i

the transfer funtion parameter, �xed for the NoGas

networks, but able to vary for the GasNet networks, w

ji

the onnetion weight from node j to node i,

and b

i

the bias input to node i.

Gas di�usion and modulation ourred exatly as desribed for the robot visual disrimination problem

in setion 2. Eah node had a set x; y position in the gas di�usion plane, and was able to emit one

of two gases, respetively inreasing or dereasing the transfer funtion parameter K

t

i

of nearby nodes.

However, it should be emphasised that in the CPG networks the eletrial arhiteture, in other words

the pattern of synapti onnetions between the nodes, was not spei�ed arbitrarily in the gas di�usion

plane, but spei�ed diretly on the genotype in terms of the weights between nodes. Figure 21 shows the

network setup.

The NoGas genotype onsisted of 18 integers in the range [0; 99℄, enoding the 4 node biases b

i

, 4 node

transfer parameters K

i

, and 10 onnetion weights w

ji

. The GasNet genotype onsisted of the NoGas

genotype plus an extra six parameters per node for the gas di�usion parameters (the type of gas emitted

< CE >, the onditions under whih gas emission ours < TE >, the radius of gas emission r, the

gas build-up parameter s, and the x; y o-ordinates of the node in the 2D gas plane), thus the GasNet

genotype onsists of 42 integers in the range [0; 99℄.
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Pattern Statisti GasNet NoGas

Seven:Five Mean (�) 16390 (34060) 33530 (45910)

Median 2500 3260

Ten:Four Mean (�) 18000 (36080) 36000 (46230)

Median 2120 5010

Eleven:Five Mean (�) 22410 (39100) 43830 (48060)

Median 3070 5470

Eleven:Seven Mean (�) 13750 (32130) 31610 (45080)

Median 1460 2980

Table 4: The number of evaluations required to evolve suessful GasNet and NoGas networks, for the four exper-

iments where �tness is evaluated over the four di�erent test patterns: Ten:Four, Eleven:Five, Eleven:Seven,

and Seven:Five.

Seven:Five Ten:Four Eleven:Five

T[(net)1999
41.155ts The





The di�erent time-sales over whih these two mehanisms operate was seen to be ruial to this pattern

generation.

In the �nal setion, we onlude with disussion of temporally adaptive networks.

13 Disussion: Temporally adaptive networks

One feature ommon to many of the neural network lasses used for generating adaptive behaviour, is the

inorporation of time. Few evolutionary robotis pratitioners rely on feedforward networks onsisting

of nodes that retain no ativity over time, with most using  0 Td
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j
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