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“The point about principles is that principles are not a method [bangs table]. 
Principles are simply a set of values, if you like, an expression of ideals. What we need 
is a method, something that someone can actually do. A standard is something you 
can do... a standard is a way of doing things well [banging].” 

- Senior roboticist and standards contributor at a UK robotics research laboratory. 

1. Introduction 
Standards are means by which social and technological worlds are brought together to make things work. 
They are the rules, guidelines and procedures which ensure electricity gets to our homes; trains traverse 
our rail networks; data flows over ethernet, wi-fi and 4G; and safety is assured through testing and good 
practice (Hughes, 1983; Kaijser and Vleuten, 2006; Vinsel, 2019). In this paper I discuss recent 
initiatives designed to create explicitly ethical standards for robotics and autonomous and intelligent 
systems3. The central research is what kind of rules for robots4 are being created through standardization 
and what are the motivational and organizational features of this knowledge production? 

This paper addresses the research question through interviews with key protagonists involved in one 
particular standardization project, the IEEE’s Initiative for Ethical Considerations in Artificial 
Intelligence and Autonomous Systems. In Section 2 I set the scene and give an overview of the state of 
the art in the development of ethical standards in and for A/IS. In Section 3 I describe the motivations 
and organization of the knowledge production processes of a set of standards currently under 
development, the IEEE P7000 Series. In Section 4 I discuss implications for the governance of emerging 
technologies and for ideas about post-automation – that is alternative arrangements for how people, 
robotics and autonomous systems can exist in more appropriate, caring and sustainable configurations. 
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For example, for autonomous guided vehicles, and for industrial robots and robot systems. These 
standards include, for AGVs, according to  Franklin (2019):  

"the U.S. standard B56.5 and the International Organization for Standardization 
(ISO) 3691-4; and for industrial robots and robot systems, R15.06 in the U.S., the 
national adoption of ISO 10218-1,2. However, neither standard fully addresses the 
current state-of-the art of robot mobility. R15.06 was developed at a time when 
industrial robots were bolted in place, not mobile. B56.5 was developed around the 
capabilities of devices that did not possess sufficient autonomy to operate safely away 
from their predetermined paths” 

So, can standards help re-configure a social and technological configurations that incorporate a plurality 
of ethical standpoints, promotes a diversity of values, is commensurate with sustainability, and broadens 
participation in who gets a say in governing emerging autonomous and intelligent systems. In short, can 
standards be incorporated as a means of promoting post-automation innovation?  

3. From principles to practice: IEEE P7000 Series  
The IEEE is a professional membership organisation of over 400,000 people. The IEEE Standards 
Association, its standards division, has a portfolio of over 1,100 active standards and over 500 standards 
under development (as of 2017). According to its own promotional material, its work on ethics can be 
broken into three interdependent area. First, establishing codes of ethics and professional guidelines that 
might help define intended behaviours for its members, other professionals in the field, and influence 
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traditional standards focus on technology interoperability, functionality, safety, and trade facilitation, 
"the IEEE P7000 series addresses specific issues at the intersection of technological and ethical 
considerations" (Havens2019:70).  And although there are existing standards that relate to A/IS and 
aspects of wellbeing such as safety, the P7000 series is the first to deal with explicitly ethical concerns.   

Table 1. IEEE P7000 Series standards in development 
Standard Description 
7000 Engineering Methodologies for Ethical Life-Cycle Concerns Working Group 
7001 Transparency of Autonomous Systems 
7002 Personal Data Privacy Working Group 
7003 Algorithmic Bias Working Group 
7004 Standard for Child and Student Data Governance 
7005 Employer Data Governance Working Group 
7006 Personal Data AI Agent Working Group 
7007 Ontological Standard for Ethically Driven Robotics and Automation Systems 
7008 Ethically Driven Nudging for Robotic, Intelligent and Autonomous Systems Working Group 
7009 Standard for Fail-Safe Design of Autonomous and Semi-Autonomous Systems 
7010 Well-being Metric for Autonomous and Intelligent Systems (A/IS) 
7011 News Site Trustworthiness Working Group 
7012 Machine Readable Privacy Terms Working Group 
7013 Benchmarking Accuracy, Increasing Transparency, and Governing Use of Automated Facial 

Analysis Technology Working Group 

Each of the individual standards projects were initiated due to what participants have called "the 
necessities and requirements arising from the IEEE Global Initiative. ] 
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autonomous and intelligent systems.  This is 



COD_190720 

 10 

Broadening out and opening up ethical 
inputs and opportunities for post-
automation 

People doing ethics in AI related fields tend to be ethicists and engineers according 
to (Mahieu et al., 2018)  who write that that to get a thorough understanding of, and 
grip on, all the hard ethical questions of a digital society, ethicists, policy makers and 
legal scholars will need to familiarize themselves with the concrete and practical 
work that is being done across a range of different scientific fields to deal with these 
questions. Initial findings are encouraging in this regard.  

 

In organising the discussion of the production of the IEEE P7003 standard, I loosely followed (Benkler 
et al 2015) framework which assesses motivation and organisation, for the moment at least leaving out 
an explicit focus on quality. Future work might specifically address issues of quality within the P7000 
series projects. Indeed, a major question left unaddressed in this paper concerns the quality and 
efficacy of the standards themselves. What impact, negative or positive, do these standards have on the 
world. In terms of the standards themselves, we cannot know. The IEEE will publish standards as they 
are published, most likely starting some time in 2020. Clearly further research is needed to track the 
efficacy.  Most optimistically, these standards will provide institutional steering, directing innovation 
pathways towards more ethically appropriate ends, though we must be suspicious of any ethical 
framework that neglects to make clear whose ethics matter.  

---- 
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Annex 1. Methods and materials 
By closely examining standards, how they are created and by whom, this paper seeks to illuminate one 
avenue by which autonomous and intelligent systems are governed. Like all forms of knowledge 
production, standards are the outcome of social and often political and politicised processes. They are 
often peer-produced by teams of globally distributed inter-disciplinary and inter-sectoral expert 
volunteers. They are sites of value judgements, and represent decisions and ways of knowing the world, 
and ways of knowing how the world should be. As such, a qualitative approach is appropriate, and I 
follow a situated research approach that uses case study and a strategic literature review of academic and 
grey literature. 

The methodology consists of two parts. First a close reading of the Ethically Aligned Design, the 
substantial and ambitious written output from The IEEE Global Initiative on Ethics of Autonomous and 
Intelligent Systems (IEEE, 2019). Particular attention was paid to explicit and implicit visions of 
contemporary and future roles for robotics in social settings, ethical frameworks and actor positions.  

In t
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The construction of these principles and the document itself followed generally the IEEE-SA model of 
collaborative project management. Authority for chapters, sections and discrete writing tasks is 
delegated and distributed to smaller teams. IEEE-SA provides some project resources such as 
governance arrangements for group formation and management including collaboration and consensus 
guidelines, communications infrastructure such as email list-servers and bespoke project management 
tools, established document review procedures, edit


